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Figure 1: Virtual reality (VR) passthrough allows VR users to interact with their environment via video streams from external
cameras. However, passthrough cameras on the front of the headset capture a different perspective than what the user would
see natively. To address this, we present a computational camera based on a modified lens array that captures a perspective
from behind the the sensor, enabling direct capture of the view at the user’s eye in a compact form factor. We demonstrate this
concept with a working prototype headset and a low latency algorithm that faithfully reconstructs the perspective at the eye.

ABSTRACT

Virtual reality (VR) passthrough uses external cameras on the front
of a headset to allow the user to see their environment. However,
passthrough cameras cannot physically be co-located with the
user’s eyes, so the passthrough images have a different perspec-
tive than what the user would see without the headset. Although
the images can be computationally reprojected into the desired
view, errors in depth estimation, view-dependent effects, and miss-
ing information at occlusion boundaries can lead to undesirable
artifacts.

We propose a novel computational camera that directly samples
the rays that would have gone into the user’s eye, several centime-
ters behind the sensor. Our design contains an array of lenses with
an aperture behind each lens, and the apertures are strategically
placed to allow through only the desired rays. The resulting thin,
flat architecture has suitable form factor for VR, and the image re-
construction is computationally lightweight, enabling low-latency
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passthrough. We demonstrate our approach experimentally in a
fully functional binocular passthrough prototype with practical
calibration and real-time image reconstruction. Finally, we experi-
mentally validate that our camera captures the correct perspective
for VR passthrough, even in the presence of transparent objects,
specular highlights, and complex occluding structures.
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1 INTRODUCTION

Virtual reality (VR) head-mounted displays (HMDs) offer immersive
experiences thanks to their high contrast imagery and large field-
of-view (FoV), but users are isolated in the virtual world since the
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headset blocks the user from seeing their surroundings. In contrast,
augmented reality (AR) uses transparent displays, allowing users to
be fully present in their environment, but AR displays today have
limited FoV. In addition, virtual content in AR must compete with
environmental lighting, reducing display contrast.

VR passthrough offers a compromise. By streaming video from
external facing cameras into a VR headset, passthrough allows users
to view their surroundings without sacrificing the advantages of VR
hardware. For users to seamlessly interact with their environment,
the displayed passthrough image should match what the user would
see without the headset. However, passthrough cameras located
on the front of the headset capture a different perspective than the
view from the user’s eye. Even if passthrough cameras are placed
directly in front of the eyes, there is still an axial offset due to the
thickness of the HMD. Streaming these images directly to the user
causes visual displacement.

Visual displacement can be corrected computationally by esti-
mating the depth of objects in the scene and reprojecting the camera
views to the eye location [Chaurasia et al. 2020; Xiao et al. 2022].
However, errors in the depth estimation and missing information
at occlusion boundaries can create artifacts in the passthrough im-
age. Furthermore, the view synthesis algorithm must run with low
latency, potentially on mobile hardware.

We propose an alternate approach in which we design the opti-
cal hardware and a corresponding image reconstruction algorithm
specifically for passthrough. Our novel camera design directly mea-
sures the exact rays that would have gone into the eye, located
behind the camera sensor. Unlike prior architectures that optically
capture the correct view with mirrors or prisms, our design is thin
and flat, allowing it to meet the form factor requirements of VR.
We refer to our approach as light field passthrough.

We make the following contributions:

e A novel computational camera for VR passthrough based
on our light field passthrough architecture, which perfectly
captures images from the perspective of a virtual eye behind
the camera in a compact form factor suitable for HMDs.

o Analysis of the design space of light field passthrough.

e A practical calibration technique and computationally light-
weight algorithm for image reconstruction, including coarse
depth estimation and gradient domain image stitching, with
combined runtime under 1.7 ms per frame.

e Design and demonstration of a fully functional binocular
passthrough HMD, and experimental validation that our
approach captures the correct perspective, even for challeng-
ing scenes with near-field content, specular reflections, and
transparent objects.

2 RELATED WORK

Effects of Visual Displacement in Video Passthrough. Visual dis-
placement between passthrough cameras and the user’s eyes can
cause negative perceptual effects and make it more challenging
for users to interact with the world. In the first study on the topic,
Rolland et al. [1995] built a video passthrough system with axial
and vertical displacement of the cameras (165 mm and 62 mm, re-
spectively) and found that users were slower by 43% at manual
tasks and had significant pointing errors compared to a transparent
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headset. Although pointing errors reduced as the users adapted to
the visual displacement, they never returned to baseline, and par-
ticipants experienced negative after-effects in the form of increased
errors after the headset was removed [Biocca and Rolland 1998].
Park et al. [2008] followed up on this work, comparing hand-eye
coordination in headsets over a range of visual displacements, in-
cluding using a mirror to place the cameras at the user’s eye. They
found that users performed tracing tasks faster with the mirror
configuration, compared to when the cameras where located in
front of the headset, even with no vertical displacement. However,
participants were faster and more accurate without the headset at
all, suggesting visual displacement is not the only characteristic of
VR passthrough affecting task performance. In another study, Lee
et al. [2013] tested adaptation to visual displacement over several
configurations, and found participants adapted within 10 minutes.
However, participants also reported a feeling of “body structure
distortion” in which they had the sensation that their limbs were
attached to their bodies in the wrong locations. Studies of large lat-
eral displacements (50 mm - 300 mm) found that task performance
decreased with larger visual displacement [Lee and Park 2020] and
simulator sickness increased [Kim et al. 2014].

In contrast to the other studies, Takagi et al. [2000] found users
could estimate the size and position of objects equally well when
the cameras were at the eye versus when they were displaced up to
40 mm axially. Although this suggests that modest displacements
may be acceptable, we point out that the resolution of the study’s
headset was only 640 x 480, and modern displays have over an order
of magnitude more pixels. More recent work by Guan et al. [2023]
showed that users are sensitive to axial displacement of only 15 mm,
which is shorter than the eye relief of glasses. Krajancich et al.
[2020] found that, in some scenarios, users can detect millimeters
of displacement due to eye rotation.

Computational Passthrough. One option to remove visual dis-
placement is to computationally synthesize the view at the eye
location from a small number of cameras on the front of the headset.
View synthesis is a widely-researched problem; popular solutions
include classical image-based rendering [Chen and Williams 1993],
multiplane images [Zhou et al. 2018], and neural radiance fields
[Mildenhall et al. 2021]. However, these techniques are not tailored
for VR passthrough, which requires low latency and temporally
consistent view synthesis. To address this gap, Schops et al. [2017]
demonstrated real-time view synthesis using edge-aware inpaint-
ing given a precomputed depth map, and Chaurasia et al. [2020]
proposed an end-to-end passthrough algorithm, commercially avail-
able on Meta products such as Quest 2, in which depth is estimated
from a stereo pair of cameras. Although this work enables real-time
passthrough on mobile devices, there can be significant warping
artifacts from inaccuracies in the depth estimation, particularly
around near objects and occlusion boundaries. More recently, Xiao
et al. [2022] proposed a neural passthrough approach using modern
machine learning techniques to improve depth estimation and fill
in missing information from occlusions. However, specularities
and repeating patterns in the scene can cause artifacts, and the
algorithm is too computationally intensive for mobile headsets.

Optical Architectures for Perspective-Correct Passthrough. An-
other option for removing visual displacement is to design an optical
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Figure 2: Passthrough aims to synthesize a new view at the user’s eye, some distance behind the camera. (a) A traditional light
field camera uses an array of lenses to capture the scene from a grid of different view-points. To form a new view, the light
field can be resampled, depicted in epipolar space in (b) by selecting the ray bundles (pink) corresponding to the target view
represented by the purple line. However, the coarse resolution of the light field results in inaccurate sampling of the rays and
discontinuities in the synthesized view. (c) We overcome these issues with our light field passthrough architecture in which we
add an aperture behind each lens; the apertures are designed to physically block rays that would not enter the eye. In epipolar
space (d), only the ray bundle highlighted in pink reaches the sensor, enabling theoretically perfect reconstruction of the target

view.

architecture that directly captures the rays that would have gone
into the eye, therefore capturing the correct perspective. In these
architectures, the camera view doesn’t require post processing be-
yond distortion correction and can be streamed directly to the user
with low latency. Edwards et al. [1993] describe how this can be
accomplished with a mirror at a 45° angle in front of the headset,
which folds the optical path to a camera placed above or below
the device; Fuchs et al. [1998] built a functional version of this
design. However, the form factor cost is high as the mirror sticks
out, approximately doubling the headset track length. Takagi et al.
[2000] replaced the mirror with a prism, which uses total internal
reflection (TIR) to fold the light path, reducing camera form factor.
However, the solid mass of the prism adds substantial weight, and
the FoV will be limited to angles that match the TIR condition.

Light Field Cameras. A dense light field contains all the infor-
mation necessary to synthesize novel views [Levoy and Hanrahan
1996; Ng et al. 2005], making light fields a temping candidate for
passthrough. However, dense light fields are traditionally captured
by scanning the camera location [Levoy et al. 2000], which is un-
suitable for real-time applications, or using large camera arrays
[Broxton et al. 2020], which is unrealistic for HMDs. Although com-
pact, single-exposure versions have been described using lens ar-
rays [Tanida et al. 2001], angular sensitive pixels [Wang et al. 2009],
Frensel zone plates [Shimano et al. 2018], and metasurfaces [Lin
et al. 2019], light fields have a trade-off between spatial and an-
gular resolution. Sub-pixel sampling [Georgiev et al. 2011] can
improve resolution by a factor of two, but the trade-off still exists.
Compressive light field techniques [Marwah et al. 2013] that over-
come the trade-off have prohibitively high computational cost for
passthrough. As a result, existing real-time devices either have low
spatial resolution or insufficient angular sampling for artifact-free
view synthesis.

3 SYSTEM OVERVIEW

We propose a passthrough camera architecture that optically cap-
tures the correct perspective, similar to a dense light field or a
mirror based system, while maintaining the practical form factor of
a lens array. Our design is inspired by view synthesis in light fields,
summarized below.

3.1 Traditional Light Field View Synthesis

A light field camera, depicted in Fig. 2a, a uses an array of lenses
in front of a sensor to capture the intensity of light as a function
of both position and angle of the incoming rays. As described by
Ng et al. [2005], we can parameterize the rays by their intersection
at two planes, denoted x and u, and plot the location of rays in
epipolar space, shown in Fig. 2b. Each box represents the bundle of
rays captured by a single pixel on the detector.

For video passthrough, we would like to synthesize a new view at
the user’s eye location, some distance behind the camera, where the
distance is determined by the thickness of the HMD. We can form
this view from the light field by sampling the rays that correspond
to the view of interest, denoted by the purple line in Fig. 2b. With
an infinitely high resolution light field, we could perfectly form
the desired view. However, the resolution is limited by the number
of pixels on the sensor, which must be distributed over the 4D
light field. This results in a trade-off between angular and spatial
resolution, both of which must be high to synthesize a new high
resolution view. Furthermore, the angular resolution (along u) is
determined by the size of each lens. Smaller lenses result in higher
angular resolution; however, as lens diameter shrinks, diffraction
starts to reduce the spatial resolution.

With a limited resolution light field, we can select the ray bundles
that best correspond to the view of interest (highlighted in pink
in Fig. 2b). However, the resulting view is an approximation; as
shown in Fig. 2a, the selected ray bundle is different from the rays
that would have gone into the user’s eye without the headset. In
fact, there is only one angle per lens where the selected rays match
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the desired rays. The most challenging areas are at the boundaries
between lenses, where the synthesized view may have distracting
boundary artifacts if there is more than 1 pixel of disparity between
views. See the supplemental video for a visualization for this effect.

3.2 Light Field Passthrough

We propose a modification to the traditional light field camera,
tailoring it for video passthrough in which only a single novel
view needs to be generated. Our key design innovation is to add
a carefully designed array of apertures, one behind each lens. The
apertures physically block all of the rays that would not have en-
tered the user’s eye (Fig. 2c). In epipolar space (Fig. 2d), the apertures
block the rays shown in gray, leaving only rays around the purple
line, which represents the desired view. Importantly, the apertures
don’t just remove samples, they also change the shape of the mea-
surements in epipolar space, clipping them along the dotted lines in
Fig. 2d. To understand why, notice in Fig. 2c how the pink rays that
reach the sensor only cover a fraction of their corresponding lens;
in comparison, in a traditional light field camera, each measured
ray bundle always covers the whole area of the lens, resulting in
rectangular samples in epipolar space.

Adding the aperture array enables measurement of the exact
ray bundle that would have gone into the user’s eye; we’ll refer to
this architecture as light field passthrough. In addition to capturing
the correct view and creating seamless transitions between lenses,
by blocking most of the light field, we can better distribute the
finite number of pixels on the sensor. In Fig. 2b, one can see that
most of the samples aren’t used to form the new view; in light
field passthrough, we can concentrate the samples in the region of
interest, resulting in higher spatial resolution in the final image.

4 SYSTEM DESIGN

4.1 Aperture Locations

The aperture placement is the key element of light field passthrough;
we want the apertures to allow through only rays of light that
would have gone into the eye, regardless of the incident angle. This
happens when the entrance pupil of each lens is at the eye location.
By definition, the entrance pupil is the image of the aperture as seen
through the lens from the object side [Hecht 2012]. We define a
virtual aperture at the eye, and for each lens in the array;, its physical
aperture and the virtual aperture at the eye should be conjugates.

Assuming ideal optics, we can use the thin lens equation to
determine the locations of the physical apertures for a given virtual
aperture (i.e. entrance pupil) position. If the entrance pupil is located
Zeye behind the sensor, for a lens with focal length f, the associated
physical aperture is at

f?
z = — 1
P72 + zeye )
Zeye + Zap
u =|—- U 2
ap ( Zeye +f lens ( )

where zg, is the vertical distance from the sensor to the physical
aperture, and Ujeps, Ugp are the lateral distances from the entrance
pupil to the center of the lens and physical aperture, respectively.
If the entrance pupil has diameter de ., then the physical aperture
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Figure 3: Thinner HMDs can reduce camera thickness and
increase system FoV. (a) The lens focal length sets the camera
thickness but must be chosen to accommodate the physical
size of the apertures. (b) Larger FoV requires a physically
larger lens array. However, the lens array size cannot exceed
the user’s interpupillary distance (dashed line) in a binocular
system. Black dots represent the parameters of our prototype,
described in Sec. 6.1.
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Here, we assumed the lens is focused at optical infinity (e.g. located
f above the sensor). See Supplement for the equations when the
lens is focused at different distances.

Since Egs. (1) - (3) assume ideal optics, lens aberrations can
change the relationship between the entrance pupil and physical
aperture locations. Luckily, with ray tracing, we can calculate the
aperture location accurately for any imaging lens. To do this, one
first defines the entrance pupil shape and location. Starting with
a single point on the boundary of the entrance pupil, trace the
rays that would intersect that point. Once the rays pass through
the lens, they will approximately converge at a new point behind
the lens. Aberrations will generally cause some spread of the rays,
but one can estimate the 3D spot where the rays converge; this is
one edge of the physical aperture. By repeating this procedure for
every point on the boundary of the entrance pupil, one can trace
out the boundary of the corresponding physical aperture; in many
cases, symmetry can be used to generate the aperture boundary by
tracing only a small number of points.

However, even though the ray tracing algorithm is more accurate,
the ideal lens equations (Egs. (1) - (3)) can provide valuable insight
into the design space of light field passthrough cameras, which we
go into next.

4.2 Design Considerations

We describe a few design considerations unique to light field passthrough,

and our analysis points toward thinner VR headsets for a better
passthrough experience. Other design considerations on resolution,
depth-of-field (DoF), uniformity, and redundancy are included in
the Supplement.

Form Factor and Physical Constraints. The focal length of the
lens array, f, approximately sets the thickness of the passthrough
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camera. Figure 3a and Eq. (1) show that choosing shorter focal
lengths reduces z4p, moving the apertures closer to the sensor. In
practice, physical limitations may prevent the apertures from being
arbitrarily close to the sensor; for example camera coverglass could
limit aperture placement and the apertures themselves may have
some non-negligible thickness. As the distance from the camera to
the eye gets larger, one may need to choose a longer focal length
lens to accommodate these restrictions. This suggests that better
camera form factors will be achieved when the headset itself is also
thin, enabling shorter ze ye.

Field-of-View. The FoV, plotted in Fig. 3b, is determined by the
headset track length and the lateral size of the lens array. As zeye
increases with thicker headsets, we require larger lens arrays; if
the lens array size exceeds the interpupillary distance of the user
(dashed line in Fig. 3b), the lens arrays for each eye physically
overlap which is not possible with our current architecture. It may
be possible to design for this situation by placing two apertures per
lens in the overlap region, but this type of design is outside the scope
of this paper. Instead we note that VR is trending towards thinner
headsets through the use of pancake lenses [Geng et al. 2018], such
as in the Meta Quest Pro, and diffractive optics [Maimone and Wang
2020]. These thinner headsets, on the order of 30 mm from eye to
front surface, can enable a 90° FoV without any physical overlap
between the cameras associated with each eye.

5 CALIBRATION AND RECONSTRUCTION

Light field passthrough leverages the optical design to improve
passthrough accuracy and reduce the computational burden. How-
ever, the raw sensor data (Fig. 1b) still requires post-processing as it
consists of many sub-aperture views rather than a complete image.
Theoretically, with an ideal lens array, we could use prior knowl-
edge of the lens locations to simply rearrange the sub-aperture
views into the final passthrough image. However, in practice, the
exact lens locations may be unknown, and, furthermore, distortion
within each lens can create discontinuities or ghosts artifacts in
the reconstruction. We correct for both the unknown lens locations
and the distortion simultaneously by calibrating a dense mapping
from sensor pixels to output image pixels using Gray codes dis-
played on a television [Bitner et al. 1976; Sels et al. 2019]. Then, a
basic reconstruction algorithm consists of rearranging the pixels
based on the calibration and applying a flat-field correction. This
algorithm extremely lightweight making it suitable for low latency
passthrough. However, close inspection reveals ghost artifacts due
to depth dependence of the calibration and visible seams between
sub-images due to stray light. We now go into more detail on where
these artifacts come from and how to correct them.

5.1 Depth-Dependent Reconstruction

To understand why the calibration is depth-dependent, consider
the diagram in Fig. 4a which depicts the rays corresponding to two
points at different depths. p1, at the further depth, is in focus on
the sensor, and py, at the closer depth, focuses behind the sensor,
creating defocus blur in the raw data (Fig. 4b). If the calibration is
done at the plane of pj, the points in the raw data corresponding to
p1 will line up in the reconstruction; the result is shown in Fig. 4c,
where p1 is in focus and p; is defocused, as expected. Note that the
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Figure 4: Calibration works best at the focal plane. (a) Dia-
gram depicting lenses focused a point p; (dashed). A closer
point (p2, solid) focuses behind the sensor, creating defocus
blur in the raw data, shown in (b). If the system is calibrated
at the focal plane (p;), the resulting reconstruction does not
have any doubling (c). However, if the system is calibrated
off the focal plane (p;), then the reconstruction contains un-
desirable doubling of in-focus content (d). However, in a real
system, there may not be a single focal plane due to lens
aberrations, in which case a depth-dependent reconstruction
is necessary to remove doubling artifacts.

defocus bokeh of p; is spread between the two lenses and does not
get overlapped in the final reconstruction resulting in more defocus
blur in the final image than in each sub-aperture view individually.
In contrast if the calibration is done at the plane of py, the points
in the raw data corresponding to py are aligned, resulting in the
reconstructed intensity of Fig. 4d, with the undesirable consequence
of p1 being doubled in the image.

This example implies that the calibration should be done at the
focal plane of the camera. However, due to field curvature of the
lenses, in our prototype there is no single plane in where all the
lenses are simultaneously in focus, resulting in doubling artifacts for
objects off the plane of calibration (see Supplement for a schematic).
This is confirmed in the experimental example in Fig. 5a,b depicting
the reconstruction with calibration at optical infinity and 0.33 m,
respectively. When calibration is at the background, there are ar-
tifacts in the foreground. These are resolved with a foreground
calibration, but the background then has severe doubling. In this
scenario, we need a depth-dependent reconstruction.

Given a depth map, we can reconstruct a clean image over the
full FoV by choosing the correct calibration for each pixel. Since
many mixed reality applications may require depth maps, one op-
tion is to simply leverage those. If that’s not an option, we propose
a coarse depth estimation using the overlap between lenses with an
adapted block-matching approach. Although these depth maps are
very low resolution and contain only a handful of planes, in Fig. 5c,
the improvement using the depth estimation is apparent since both
the foreground and background are reconstructed without doubling
artifacts. We’d like to point out that, unlike traditional depth-based
reprojection, inaccuracies in our depth map have minimal conse-
quence on the reconstruction since points in the output only move
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(a) Calibration at 0 diopters (c) Depth-dependent calibration (d) Gradient domain seamless stitching

(b) Calibration at 3 diopters

Figure 5: Depth-dependent calibration and gradient domain image stitching. A single calibration has artifacts on scenes with a
large depth range. Calibration at optical infinity (a) results in artifacts in the foreground, and vice versa (b). We use the overlap
between neighboring lenses to estimate a rough depth map, enabling a depth-dependent reconstruction (c) which removes
artifacts over the whole FoV. Finally, we apply gradient domain image stitching (d) to remove visible boundaries between

sub-aperture views and to get our final passthrough image.

by a small number of pixels as a function of depth. See Supplement
for for more implementation details and example depth maps.

5.2 Gradient Domain Image Stitching

Even with a flat-field correction, stray light can cause differences in
intensity between sub-aperture views resulting in noticeable seams
in the reconstruction. We propose applying gradient domain image
editing (GDIE) techniques for seamless stitching [Levin et al. 2004].
We compute spatial gradients of each sub-aperture image, smoothly
blend them into a single gradient image, then convert back to the
image domain using the FFT method of Frankot and Chellappa
[1988], which can be implemented efficiently on a graphics process-
ing unit (GPU). We optionally constrain the low frequencies of the
gradient domain output to match those of the reconstruction with-
out GDIE blending. Figure 5d shows an example reconstruction;
note that the seams are almost entirely invisible with GDIE.

6 RESULTS

We demonstrate our light field passthrough concept with a binoc-
ular headset prototype (Fig. 1a). We implement all parts of the
algorithm in real-time and validate that the camera captures the
desired view.

6.1 Headset Design and Implementation

Based on Fig. 3b, to maximize the FoV, we choose a thin display (Lu-
mus OE Maximus geometric waveguide) to reduce the distance from
the sensor to the eye, and a large digital sensor (Ximea CB500CG-
CM) with area 36.4 mm X 27.6 mm to support a large lens array.
The camera body contains over a centimeter of electronics rigidly
attached behind the sensor, so we design a custom circuit board to
fold the electronics off to the side. With the custom board, space
for the display, and sufficient eye relief for comfort, the distance
from the sensor to the eye location in our design is 35 mm.

For the lens array, we use off the shelf achromatic doublets (Ed-
mund Optics 49-923) held together in a custom machined housing.
When choosing the focal length, we are limited by sensor cover-
glass, which extended 1.63 mm above the sensor surface. To give
sufficient room for the physical material of the apertures, we use
f = 12.5 mm focal length lenses (Fig. 3a). With the 4.6 pm pixels on
the sensor, this yields a maximum resolution under 1.5 arcmin. We
choose lenses with diameter 5 mm, sufficiently above the diffrac-
tion limit. Although smaller diameter lenses could increase the
f-number, resulting in longer DoF and fewer aberrations, we need
a fixed area of about 1 mm between the lenses to hold them in
place. As a result, smaller lenses have worse light throughput and
uniformity, although this could be avoided with a monolithic lens
array.

In our design, each lens only covers a small portion of the FoV,
so to maximize image quality, we use Zemax to optimize the axial
position and tilt of each lens in the array based on its individual
FoV. The aperture location is then computed with the ray tracing
approach described in Sec. 4.1, where we set the entrance pupil to
be a 7mm diameter circle 35 mm behind the sensor. Based on the
optical design, we create a custom machined housing of anodized
aluminum to hold the lenses in place. The housing includes physical
barricades between each lens to prevent crosstalk, and ridges were
cut into this material to reduce stray light and reflections within
the lens tubes. A separate machined plate containing the apertures
is rigidly attached, and the entire unit is mounted over the camera
sensor. The resulting unit has a 45° X37° FoV, which is well matched
to the FoV of the display (43.5° diagonal with 1440 x 1080 pixels
per eye). Note the true FoV of our system is not rectangular due
to the hex packing of circular lenses; the number reported here is
the largest inscribed rectangle, which is slightly smaller than the
theoretical FoV of Fig. 3b.

We create two units, one for each eye. Although we built and
tested the entire binocular headset with the display, for ease of
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(d) Front camera vs. reference  (e) Meta Quest 2 passthrough

(a) Light field passthrough (ours)

(b) Reference at eye
Bs ° { X

(c) Ours vs. reference
s

Figure 6: (a) Experimental results from our light field passthrough prototype compared with (b) a reference camera placed
behind the prototype at the eye location, which captures the target perspective needed for passthrough. (c) By overlaying the
light field passthrough result (green) with the reference camera image (pink), we demonstrate that our camera successfully
captures the correct perspective. (d) In comparison, a camera placed 35 mm in front of the eye, the closest it can be placed
given the headset form factor, captures a noticeably different perspective (green) compared to the reference camera (pink). (e)
Passthrough on Meta Quest 2, a computational passthrough technique [Chaurasia et al. 2020], has significant warping artifacts.

image capture, the results shown in this manuscript were taken
with a single camera module, which is disconnected from the rest
of the headset and uses the original camera housing instead of the
custom board. Note that these are form factor modifications only
and do not affect the image quality.

We implement all sections of the algorithm in real-time on an
Nvidia 3080 GPU and achieve the following per-frame run-times
for the full 7920 X 6004 pixel sensor:

e ~ 0.05ms for the base algorithm (pixel re-arrangement only)
e ~ 0.6 ms for the depth estimation
e < 1ms for the gradient domain stitching.

Additionally, although not part of the core algorithm, it takes 2.7 ms
to upload each frame to the GPU and 1.4 ms for debayering. There-
fore, the total time from capture to display is under 5.7 ms for a
single camera. In our binocular prototype the number of cameras
doubles, but we vertically bin pixels to improve sensor frame rate.
Although each part of the algorithm works in real-time, for practical
reasons the examples shown in this paper were processed offline
in a slower Python implementation. For the depth estimation (Sec.
5.1) we use 7 planes over a 3 diopter range.

6.2 Comparisons

Since the goal of light field passthrough is to capture the perspective
at the user’s eye, we place a reference camera at the eye location,
35 mm behind the sensor, and compare with the reconstruction
from our light field passthrough prototype (Fig. 6a,b). Although
there are differences in color balance between the two cameras,
by looking at occlusion boundaries, one can see that the perspec-
tive of the two cameras is close to identical, highlighted in Fig. 6c
where the reference and light field passthrough results are over-
layed. Note that view dependent effects like complex occluding

structures and specular highlights are accurately captured by light
field passthrough.

Recall that we cannot physically place a camera at the user’s eye
as it would be blocked by the headset. The closest we can place
a traditional camera to the eye is directly in front of the headset,
in this case 35 mm in front of the eye. We capture the scene from
this location and overlay the image with the reference in Fig. 6d.
Notice that the view from the front of the headset has significant
perspective differences from the reference, particularly for close
objects within arm’s reach of the user. These comparisons are most
easily visualized in the supplemental video.

We also provide a qualitative comparison against passthrough
on the Meta Quest 2 headset (Fig. 6e) which is based on the work of
Chaurasia et al. [2020]. This method has higher computational cost
than our approach and creates significant distortion of the scene.

7 LIMITATIONS AND FUTURE WORK

Field-of-View. Achieving an immersive FoV requires a large lens
array size (Fig. 3c), and in our implementation, we used a single large
sensor behind the array. Large pieces of silicon are expensive and
challenging to manufacture, limiting the practicality this approach.
However, since there are gaps between the sub-aperture views in
the raw sensor data (Fig. 1b), one could replace the large sensor
with a collection of small sensors, essentially creating a separate
camera for each lens in the array. Although this approach is more
difficult to prototype, it has several advantages such as reducing
cost and increasing yield by using smaller pieces of silicon, allowing
for non-rectangular, non-planar arrays for more design flexibility,
and reducing data bandwidth by not capturing unused pixels.

Resolution and Depth-of-Field. Despite optimizing the locations
of each lens in the array, the resolution of our prototype is aberration-
limited, and one can observe areas of lower resolution in the results
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(for example, the mannequin hand in Fig 6a). We believe the image
quality could be improved with a custom optical design rather than
using off-the-shelf lenses; since each lens has a narrow FoV, we
expect one could achieve pixel-limited resolution using aspheres
or compound optics. In addition, our prototype has limited DoF
causing defocus in the foreground; this could avoided with smaller
diameter lenses or autofocus, as discussed in detail in the Supple-
ment.

Stray Light. When bright lights are present in the scene, stray
light within the lens tubes can reduce contrast and cause dramatic
differences in intensity between sub-aperture views. In these cases,
GDIE can create additional haze in the image and may not com-
pletely remove stitching artifacts (see Supplement for an example).
Improving the physical baffling of the lens array would help in these
scenarios, and non-gradient domain seamless stitching techniques
[Farbman et al. 2009] may remove stray light more effectively.

Eye Movement. Our design assumes that the user’s eye is sta-
tionary; to account for eye movement, one could physically move
the apertures in response to an eye tracker, either with physical
actuation or by replacing the aperture array with a liquid crystal
display controlled programatically. However, pupil movement due
to eye rotation is only a few millimeters, an order of magnitude less
than the visual displacement from headset thickness, so we leave
this to future work.

User Study and Practicality. Our system requires additional hard-
ware, increasing size and weight, and the image quality has artifacts
compared to a traditional camera. To fully test our architecture,
user studies will be necessary to determine if the benefits of accu-
rate low-latency passthrough with correct perspective outweigh
these costs. However, we note that the flat form factor of our design
makes it a practical choice for HMDs, and we expect image quality
to improve with future iterations of the hardware and algorithm.

8 CONCLUSION

Our optical architecture and computational pipeline exactly cap-
tures the correct perspective needed for VR passthrough. Our re-
constructions are accurate with low latency, even on challenging
scenes.
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